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`contra-tracer` package

● minimal implementation of contravariant Tracer
○ captures observables
○ Tracer transformers like filters

● simple dependency to start with “tracing”
add contra-tracer package to cabal file
and iohk-monitoring-framework repo to cabal.project

● there is a “bridge” to more elaborate logging, benchmarking, and monitoring
toLogObject :: Tracer m (LogObject a) -> Tracer m a

transformer which “consumes” a Tracer of LogObject 

logging 1-pager

https://github.com/input-output-hk/iohk-monitoring-framework/blob/master/iohk-monitoring/src/Cardano/BM/Data/Tracer.lhs
https://input-output-hk.github.io/iohk-monitoring-framework


contravariant Tracer

=> Denis



logging

● setup procedure: configuration -> Switchboard -> backends
trace <- setupTrace (Left “config.yaml”) “top”

● central Switchboard dispatches messages according to configuration
● configuration can be changed at runtime; re-exported to file
● structured logging: logged items require instance of ToObject

 (default: ToJSON)
class ToJSON a => ToObject a where

   toObject :: a -> Object

   default toObject :: a -> Object

   toObject v = case toJSON v of

       Object o -> o

       _        -> mempty



message routing

● logged messages in named context (LoggerName)
● configuration maps LoggerName to definition:

○ select backend
○ select scribe (katip backend)
○ local severity filter
○ subtrace behaviour

● backends:
○ LogBuffer (map LoggerName -> LogObject)
○ EKG view
○ Aggregation
○ Configuration editor
○ Log (katip)



Micro-benchmarking

● record operating system counters (before, after)
● relate to “bracketed” function (by LoggerName)
● observe monadic and STM actions; bracket returns action’s result

bracketObserveIO :: Configuration -> Trace IO a -> Severity -> LoggerName -> IO t -> IO t
bracketObserveIO :: Configuration -> Trace IO a -> Severity -> LoggerName -> STM t -> IO t

● local name: lookup set of counters to observe in configuration
● traced counters can be routed; for example to aggregation
● no code change needed in function - just “bracket” it
● performance considerations: turn on/off the capturing and tracing of 

counters for this LoggerName in the configuration



Aggregation

● stateful backend
● aggregates multiple measurements by

updating map of LoggerName -> statistics 
○ compute simple statistics (count,min,max,mean,stdev) over

■ traced values
■ rate of change
■ time between messages

○ ewma (exponentially weighted moving average)

● aggregated values enter Switchboard
prefixed name: #aggregation
type: AggregatedMessage
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Monitoring

● DSL for comparison to threshold
○ included in configuration

● Actions
○ changes to runtime configuration (e.g. severity filters)
○ changes of threshold, severity annotation, ..

   '#aggregation.critproc.observable' :

       monitor: (mean >= (42))

       actions:

         - 'CreateMessage "exceeded" "the observable has been too long too high!"'

         - 'AlterGlobalMinSeverity Info'



Outlook

● integration into cardano-shell

● integration into ouroboros-network, starting micro-benchmarks

● integration into cardano-ledger, block validation tool

● docs docs docs: 

https://input-output-hk.github.io/iohk-monitoring-framework

● repo is here:

https://github.com/input-output-hk/iohk-monitoring-framework

https://input-output-hk.github.io/iohk-monitoring-framework
https://github.com/input-output-hk/iohk-monitoring-framework
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Appendix Configuration Editor

in the root of the repository launch: cabal new-run example-complex

and access EKG view on http://localhost:12789,
and the configuration editor on http://localhost:13789

http://localhost:13789

http://localhost:12789
http://localhost:13789
http://localhost:13789


Global severity filter
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Scribe selection



SubTrace



LogBuffer



Export changed configuration


